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Abstract
Predicting the propagation of forest fires is a crucial point to mitigate their effects. Therefore,
several computational tools or simulators have been developed to predict the fire propagation.
Such tools consider the scenario (topography, vegetation types, fire front situation), and the par-
ticular conditions where the fire is evolving (vegetation conditions, meteorological conditions)
to predict the fire propagation. However, these parameters are usually difficult to measure or
estimate precisely, and there is a high degree of uncertainty in many of them. This uncer-
tainty provokes a certain lack of accuracy in the predictions with the consequent risks. So, it
is necessary to apply methods to reduce the uncertainty in the input parameters. This work
presents a comparison of ESSIM-EA and ESSIM-DE: two methods to reduce the uncertainty
in the input parameters. These methods combine Evolutionary Algorithms, Parallelism and
Statistical Analysis to improve the propagation prediction.
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1 Introduction

Forest fires are a critical problem worldwide. Although these fires are a necessary element to
maintain the balance of the ecosystems, they can become a major threat to the population
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and the biodiversity under certain environmental conditions, such as high temperatures and
drought. In January 2017 eleven people have died in the blazes of the Chile’s worst forest fire
in recent history, which have devastated more than a million acres.

Either natural or anthropogenic, the effects of large forest fires can be catastrophic and have
the power to devastate thousands of hectares of vegetation and to kill many people and animals
year by year. Fires also alter the availability of natural resources, with the consequent impact
on the daily lives of surrounding communities.

In the process of fire-fighting, the actions taken by the security forces are complemented
with tools, systems and/or strategies such as fire simulators, firewalls, evacuation strategies,
technology for fire suppression, etc. These strategies are used at different stages: prevention,
detection, monitoring and forecasting of fires. The forecasting stage is an essential task to allow
useful and efficient fire management. Fire forecast tries to predict the spread of a wildland
fire already started, so as to know in advance the areas that present greater risk of being
affected, making it possible to take early decisions. Predicting the spread of wildfire consists in
determining which will be the direction and rate of fire spread, the shape of the fire front, the
flame intensity, etc. To achieve a good prediction, it is necessary to use as much information
as possible about the fire front and the environment in which the fire occurs.

Currently, there is a strong interest among the scientific community in this kind of natural
phenomenon, and determining their behavior represents a great challenge. The main goal is
to provide models to explain and predict the spread of fire on the ground. They can be used
to develop simulators and decision-making tools. However, the models must be fed by all the
input parameters used to represent the various dynamic factors that determine the fire behavior.
Unfortunately, it is very unlikely to know exactly the value of all these factors. This lack of
accuracy or uncertainty in the value used by the model negatively affects the quality of the
prediction. The development of computational methods for uncertainty reduction can improve
the knowledge about the input parameter values, in order to perform more realistic predictions.

In this work, two methods to improve the wildland fire propagation prediction are described.
These methods are framed within the Data Driven Methods with multiple overlapped solutions,
and are based on the use of Evolutionary Strategies, Parallelism and Statistical Analysis. This
paper focuses on a comparative analysis of the two methods in terms of quality of prediction.

This work is organized as follows. Section 2 describes two types of prediction methods.
Section 3 includes a brief description of the evolutionary strategies used by the methods under
comparison, gives some detail of their parallel design and describes the methods ESSIM-EA and
ESSIM-DE. Section 4 presents the experimentation and the obtained results. Finally, section
5 summarizes the main conclusions and future work.

2 Prediction Methods

In general terms, the Classical Prediction method for wildland fire behavior consists in evaluat-
ing the position of the fire after a certain initial period of time, using any existing fire simulator.
A general scheme of this kind of methodology can be observed in the left upper part of Figure 1
(green rectangle). As can be seen, the simulator (FS) is fed by two sets of data: the real fire line
of the wildfire at time tn (RFLn), generally represented by a map that shows the burned area
where the fire started, and the information that describes the environment on which the fire
spreads, such as vegetation, terrain description and weather data (this set of parameters are the
input parameters). One scenario is represented by a particular set of parameter values. This set
of values, along with RFLn, is used by FS to make the prediction of the fire line (PFL) for the
next time instant (tn+1) corresponding to that particular scenario. So, each scenario includes a
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and the biodiversity under certain environmental conditions, such as high temperatures and
drought. In January 2017 eleven people have died in the blazes of the Chile’s worst forest fire
in recent history, which have devastated more than a million acres.

Either natural or anthropogenic, the effects of large forest fires can be catastrophic and have
the power to devastate thousands of hectares of vegetation and to kill many people and animals
year by year. Fires also alter the availability of natural resources, with the consequent impact
on the daily lives of surrounding communities.

In the process of fire-fighting, the actions taken by the security forces are complemented
with tools, systems and/or strategies such as fire simulators, firewalls, evacuation strategies,
technology for fire suppression, etc. These strategies are used at different stages: prevention,
detection, monitoring and forecasting of fires. The forecasting stage is an essential task to allow
useful and efficient fire management. Fire forecast tries to predict the spread of a wildland
fire already started, so as to know in advance the areas that present greater risk of being
affected, making it possible to take early decisions. Predicting the spread of wildfire consists in
determining which will be the direction and rate of fire spread, the shape of the fire front, the
flame intensity, etc. To achieve a good prediction, it is necessary to use as much information
as possible about the fire front and the environment in which the fire occurs.

Currently, there is a strong interest among the scientific community in this kind of natural
phenomenon, and determining their behavior represents a great challenge. The main goal is
to provide models to explain and predict the spread of fire on the ground. They can be used
to develop simulators and decision-making tools. However, the models must be fed by all the
input parameters used to represent the various dynamic factors that determine the fire behavior.
Unfortunately, it is very unlikely to know exactly the value of all these factors. This lack of
accuracy or uncertainty in the value used by the model negatively affects the quality of the
prediction. The development of computational methods for uncertainty reduction can improve
the knowledge about the input parameter values, in order to perform more realistic predictions.

In this work, two methods to improve the wildland fire propagation prediction are described.
These methods are framed within the Data Driven Methods with multiple overlapped solutions,
and are based on the use of Evolutionary Strategies, Parallelism and Statistical Analysis. This
paper focuses on a comparative analysis of the two methods in terms of quality of prediction.

This work is organized as follows. Section 2 describes two types of prediction methods.
Section 3 includes a brief description of the evolutionary strategies used by the methods under
comparison, gives some detail of their parallel design and describes the methods ESSIM-EA and
ESSIM-DE. Section 4 presents the experimentation and the obtained results. Finally, section
5 summarizes the main conclusions and future work.

2 Prediction Methods

In general terms, the Classical Prediction method for wildland fire behavior consists in evaluat-
ing the position of the fire after a certain initial period of time, using any existing fire simulator.
A general scheme of this kind of methodology can be observed in the left upper part of Figure 1
(green rectangle). As can be seen, the simulator (FS) is fed by two sets of data: the real fire line
of the wildfire at time tn (RFLn), generally represented by a map that shows the burned area
where the fire started, and the information that describes the environment on which the fire
spreads, such as vegetation, terrain description and weather data (this set of parameters are the
input parameters). One scenario is represented by a particular set of parameter values. This set
of values, along with RFLn, is used by FS to make the prediction of the fire line (PFL) for the
next time instant (tn+1) corresponding to that particular scenario. So, each scenario includes a

2



2020 María Laura Tardivo et al. / Procedia Computer Science 108C (2017) 2018–2027A comparative study of ESSIM-EA vs ESSIM-DE L. Tardivo et al.

value for each one of the input parameters (wind speed, wind direction, temperature, humidity
and moisture contents of dead and live fuel). Examples of classical prediction in wildfires are
[2] and [7]. Although this methodology has been widely used as classical prediction method, it
provides generally predictions that are far from reality due to input parameter uncertainty.

With the focus on the uncertainty problem, we are geared toward 2-stage or Data-Driven
Methods. In these methods, the fire evolution is observed during a time interval and after
that the input parameters are calibrated to determine the values of the parameters that best
reproduce the observed behavior. The obtained values for the parameters are then used to
determine the future evolution of the fire. So, there is a parameter calibration stage and a
prediction stage. In this methods the parameter uncertainty is reduced by calibrating the
values of the parameters according to the observed behavior. This scheme is represented in
Figure 1.

Figure 1: Classical and 2-stage Prediction methods (FS: Fire Simulator;IP: Input Parameters;
RFLn: Real Fire Line on time n; PFLn: Predicted Fire Line on time n)

In this data-driven methods, two main approaches can be distinguished. On the first one
the prediction is based on a single set of parameters and is the result of one particular sim-
ulation. Different approaches and algorithms, mainly evolutionary algorithms, has been used
to determine the set of parameters [1], [6], [5]. On the second one, the calibration and the
prediction consider a statistical combination of several sets of parameters to estimate the fire
propagation. These methods are called Data-Driven Methods with Multiple Overlapped Solu-
tions (DDM-MOS). The methods compared in this work are framed within this approach.

Considering the calibration stage it is necessary to define a fitness function that measures
the similarity between the real propagation and the propagation predicted by each scenario. In
this work, the fitness function considered is based on the Jaccard-Index [12] and is described in
Equation 1, in which A represents the set of cells in the real map without the subset of burned
cells before starting the simulations, and B represents the set of cells in the simulation map
without the subset of burned cells before starting the simulation. So, the fitness value will be
between 0 and 1. A value equal to 1 represents a perfect prediction, and a fitness value equal
to 0 would indicate the maximum error.

Fitness =
|A ∩B|
|A ∪B|

(1)
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2.1 Data-Driven Methods with Multiple Overlapped Solutions (DDM-
MOS)

In these methods, a certain number of scenarios is considered. For each scenario, the fire
propagation prediction from tn to tn+1 is evaluated. All the maps obtained by the simulation
of each scenario are aggregated to determine the trend behavior so that a value is associated to
each cell. This value represents the probability of each cell to be burned (Pign, defined as nA/n
where n is the total number of scenarios, and nA is the number of scenarios in which the cell
A was burned). The output is the matrix including the ignition probability of each cell. This
matrix considers the contribution of each scenario, taking into account all the total number of
scenarios.

The set of cells whose Pign value is higher than or equal to a certain particular value PK

constitutes the probability map with probability PK . An example of the aggregation process
and the probability maps is shown in Figure 2 (a).

Figure 2: (a) Matrix aggregation and Probability maps. (b) Fitness function evaluation for
each probability map.

The next step consists in comparing the real fire propagation against each probability map.
The objective of this comparison is to search for a particular value of Pign, whose associated
probability map provides the best matching with the real fire propagation. In other words, we
are interested in finding what we refer to as a Key Ignition number (Kign) to determine the
fire behavior pattern. The value found, Kign, is used to make the prediction for the next time
instant (ti+1). To better illustrate the Kign value searching process, a graphical representation
is depicted in Fig. 2 (b). In this example, the real burned map is made up of 4x4 cells. It
is shown on the upper part of the figure. The four matrices in the lower part represent the
fitness corresponding to each probability map PK . In these matrices, the predicted and burned
cells (hits) are shown in green, the burned cells that were not predicted (misses) in orange and
the predicted but not burned (false alarms) in purple. The fitness values reached considering
Pk = 4/4, Pk = 3/4, Pk = 2/4 and Pk = 1/4 are, respectively, 0.25, 0.50, 0.78 and 0.53. So,
the best matching with the real burned map is the probability map having PK = 2/4, with a
fitness value of 0.78 and, therefore, the Kign value is 2.

To predict the fire propagation for the next time interval from tn+1 to tn+2, the propagation
prediction for each scenario is calculated, the aggregation map is generated and the prediction
is given by the probability map with Pk = 2/4. So, this approach can be exploited by using
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multiple scenarios, where for each parameter a range of values and a resolution step is specified.
These results in thousands of simulation runs to get reliable probability maps, which introduces
an important overhead. To overcome these difficulties, a combined Evolutionary-Statistical
approach can be defined. The following section presents a description of this strategy.

3 Evolutionary Computing and Parallel Design: ESSIM

In the Evolutionary-Statistical approach the statistical analysis is carried out on a lesser amount
of scenarios, which are the result reached by an evolutionary search algorithm. So, a population
with a certain amount of individuals (each individual is an scenario) is generated and evolved
for a certain number of iterations. The evolved population is used to carry out the statistical
analysis. The main idea of using the evolutionary approach is to guide a random population
towards a certain search space region with "good" individuals and then apply the statistical
method over this reduced set of scenarios. In the next, we describe the main elements of
evolutionary-statistical methods.

3.1 Evolutionary Computing

The methods compared in this work use as search algorithms two different evolutionary strate-
gies: Evolutionary Algorithms and Differential Evolution.

Evolutionary Algorithms (EAs) are considered efficient search methods that can be
applied to optimization problems. In general, the method consists of a series of iterations, called
generations, in which a group of possible solutions, called individuals, conforms a population.
Each individual is evaluated (i.e., run) to obtain a result that allows us to assess its suitability
as a solution for the problem. Each individual has a particular performance or fitness associated
with the optimization problem considered; this performance is calculated using the function that
mathematically describes the problem to be optimized. Then, the population evolves through
generations simulating principles of natural selection and survival of individuals, by applying a
set of operations such as selection, mutation, crossover and replacement.

The Differential Evolution (DE) algorithm is a population-based stochastic optimizer
proposed by Price and Storn in 1995 [13]. It starts to explore the search space by generating
a population of individuals. An individual is defined as a D-dimensional vector, whose initial
values are randomly obtained based on the limits defined by the user and according to the nature
of the problem. The main idea of the method is to use vectors difference in order to modify
the population vector. After initialization, DE performs in sequence three vector operations
over each of the population individuals: mutation, crossover and selection. The mutation
operation applies vector differences between the existing population members, for determining
both the degree and direction of the new individuals produced. In the mutation operation a
parameter F named scaling factor is involved, and controls the difference amplification between
involved individuals, and it is also used to avoid stagnation in the search process. The mutant
vector obtained after mutation phase and the current population individual are involved in
the crossover operation, generating a new vector denominated “trial vector". The constant
Cr ∈ [0, 1], denominated crossover factor, is a parameter of the algorithm defined by the
user. Cr is used to control the values fraction that are copied from the mutant vector. The
selection phase determines which individuals will be part of the next generation. The objective
function of each trial vector is evaluated and compared with the objective function value for its
counterpart in the current population. If the trial vector has less or equal objective function
target value (for minimization problems) it will replace the current vector in the next generation
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population. As a result, all the individuals of the next generation are as good as or better than
their counterparts in the current generation.

3.2 Parallel Design

An important feature of any prediction tool is the provision of short-term responses. This goal
can be achieved by using high performance computing tools. Since every evaluation of individ-
uals is independent of each other, these methods are highly parallelizable. One of the classical
parallelization design consists in a Master/Worker pattern [8]. In a distributed implementa-
tion, each process is usually located into a separate computing unit, which results in a Parallel
Evolutionary Strategy (PES).

Regarding the population evolution, several parallel techniques have been designed and
developed to improve the quality of the solution and reduce the execution time [11], which
could be considered for any PES. The methods compared in this work are framed within the
multiple sub-populations scheme, or Island Model: the processes are organized in "islands", in
which a sub-population is separately evolved. The islands are managed by a master process,
which carries out the evolutionary actions, but delegates the evaluation of the objective function
to worker processes. The islands exchange individuals occasionally in a "migration" operation,
promoting the diversity in each island.

3.3 ESSIM-EA and ESSIM-DE

The development of the two methods compared in this work is based on the ESS method
(Evolutionary-Statistical System) [4], a DDM-MOS for uncertainty reduction. ESS uses Evo-
lutionary Algorithms (EAs) as search strategy, having a unique population scheme applying
parallel evaluation to optimize the search parameters that feed the model. Each individual
consists of a set of values that represent the input parameters of the model (e.g., moisture
content in vegetation, vegetation type, wind direction and speed, the terrain slope, etc.), in
other words, they represent different scenarios of the input parameters. ESS incorporates a
Statistical Analysis module to determine the trend of the fireline in each simulation step, and
a EA component is used to guide the search of the solution and reduce the number of cases
under study in a statistical stage.

In recent years, the ESS method has been studied in depth and various improvements
have been proposed in order to achieve a better quality approach [9, 10]. As a result, the
ESS Island Model (ESSIM) happened to be a very suitable method, where the addition of
the Island Model and a migration phase improved significantly the quality of the predictions.
In this work, we analyze two variants of ESSIM: ESSIM-EA and ESSIM-DE. Both methods
use PES to optimize the parameters search that feed the model. In ESSIM-EA, EA stands
for Evolutionary Algorithm, i.e., the evolutionary phase follows the steps of a standard EA
(initialization, selection, crossover, mutation, evaluation), whilst in ESSIM-DE the PES used
is the Differential Evolution (see Section 3.1).

4 Experimentation and results

ESSIM-EA and ESSIM-DE were applied to five instances of prescribed burns carried out in a
hillside of Serra de Lousã (Gestosa, Portugal). The size of each plot was defined according to
the available surface, to the characteristics of the land and to the project requirements. It is
important to remark that the size of each plot has limited dimensions due to the need to control
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as a solution for the problem. Each individual has a particular performance or fitness associated
with the optimization problem considered; this performance is calculated using the function that
mathematically describes the problem to be optimized. Then, the population evolves through
generations simulating principles of natural selection and survival of individuals, by applying a
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proposed by Price and Storn in 1995 [13]. It starts to explore the search space by generating
a population of individuals. An individual is defined as a D-dimensional vector, whose initial
values are randomly obtained based on the limits defined by the user and according to the nature
of the problem. The main idea of the method is to use vectors difference in order to modify
the population vector. After initialization, DE performs in sequence three vector operations
over each of the population individuals: mutation, crossover and selection. The mutation
operation applies vector differences between the existing population members, for determining
both the degree and direction of the new individuals produced. In the mutation operation a
parameter F named scaling factor is involved, and controls the difference amplification between
involved individuals, and it is also used to avoid stagnation in the search process. The mutant
vector obtained after mutation phase and the current population individual are involved in
the crossover operation, generating a new vector denominated “trial vector". The constant
Cr ∈ [0, 1], denominated crossover factor, is a parameter of the algorithm defined by the
user. Cr is used to control the values fraction that are copied from the mutant vector. The
selection phase determines which individuals will be part of the next generation. The objective
function of each trial vector is evaluated and compared with the objective function value for its
counterpart in the current population. If the trial vector has less or equal objective function
target value (for minimization problems) it will replace the current vector in the next generation
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population. As a result, all the individuals of the next generation are as good as or better than
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can be achieved by using high performance computing tools. Since every evaluation of individ-
uals is independent of each other, these methods are highly parallelizable. One of the classical
parallelization design consists in a Master/Worker pattern [8]. In a distributed implementa-
tion, each process is usually located into a separate computing unit, which results in a Parallel
Evolutionary Strategy (PES).

Regarding the population evolution, several parallel techniques have been designed and
developed to improve the quality of the solution and reduce the execution time [11], which
could be considered for any PES. The methods compared in this work are framed within the
multiple sub-populations scheme, or Island Model: the processes are organized in "islands", in
which a sub-population is separately evolved. The islands are managed by a master process,
which carries out the evolutionary actions, but delegates the evaluation of the objective function
to worker processes. The islands exchange individuals occasionally in a "migration" operation,
promoting the diversity in each island.

3.3 ESSIM-EA and ESSIM-DE

The development of the two methods compared in this work is based on the ESS method
(Evolutionary-Statistical System) [4], a DDM-MOS for uncertainty reduction. ESS uses Evo-
lutionary Algorithms (EAs) as search strategy, having a unique population scheme applying
parallel evaluation to optimize the search parameters that feed the model. Each individual
consists of a set of values that represent the input parameters of the model (e.g., moisture
content in vegetation, vegetation type, wind direction and speed, the terrain slope, etc.), in
other words, they represent different scenarios of the input parameters. ESS incorporates a
Statistical Analysis module to determine the trend of the fireline in each simulation step, and
a EA component is used to guide the search of the solution and reduce the number of cases
under study in a statistical stage.

In recent years, the ESS method has been studied in depth and various improvements
have been proposed in order to achieve a better quality approach [9, 10]. As a result, the
ESS Island Model (ESSIM) happened to be a very suitable method, where the addition of
the Island Model and a migration phase improved significantly the quality of the predictions.
In this work, we analyze two variants of ESSIM: ESSIM-EA and ESSIM-DE. Both methods
use PES to optimize the parameters search that feed the model. In ESSIM-EA, EA stands
for Evolutionary Algorithm, i.e., the evolutionary phase follows the steps of a standard EA
(initialization, selection, crossover, mutation, evaluation), whilst in ESSIM-DE the PES used
is the Differential Evolution (see Section 3.1).

4 Experimentation and results

ESSIM-EA and ESSIM-DE were applied to five instances of prescribed burns carried out in a
hillside of Serra de Lousã (Gestosa, Portugal). The size of each plot was defined according to
the available surface, to the characteristics of the land and to the project requirements. It is
important to remark that the size of each plot has limited dimensions due to the need to control
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Table 1: Description of the experiments: dimensions, slope, time step and ignition type
Exp. Width Lenght Slope Initial End Incre-

(m) (m) (deg) time (min) time (min) ment (min)
A 89 109 21 2.0 14.0 2.0
B 95 123 21 2.0 12.0 2.0
C 60 90 6 2.0 10.0 2.0
D 89 91 21 2.5 12.5 2.5
E 75 126 19 3.0 9.0 1.0

all risk factors related to the fire. For each of the experiments we have defined discrete time
steps representing the advance of the fire front. The number of time steps is not the same in
each experiment since all plots correspond to different dimensions. Table 1 shows the details of
each experiment (i.e., dimensions, slope, initial time and final time).

As mentioned earlier, the two methods focus its operation on parallel evolutionary algo-
rithms. Since the individuals of each population are generated using random seeds, each ex-
periment was executed 30 times with the aim of determining an average of results. The two
methods have the same parameters setting for all common features related to the operational
configuration of the PES: an amount of 5 islands, 7 workers for each island and a population
size of 200. They only differed in that the amount of migrants in the case of ESSIM-DE was
20% of population, whereas in ESSIM-EA it was only the best individual. The termination cri-
terion in the evolutionary process consist in achieving a fitness threshold of 0.7. This threshold
value was established taking into account a fitness value that represents an acceptable quality
of prediction. The parameters for ESSIM-DE also include those necessary for the configuration
of Differential Evolution: Cr=0.3, F=0.9 and binomial crossover.

The experiments were executed on a Linux cluster with 44 processing units distributed over
10 quad-core CPUs with 4 GB of RAM and Gigabit Ethernet and using MPICH.

4.1 Performance Analysis
Figure 3 shows the average fitness values obtained by each method in each prediction step. Axis
x represents the prediction steps according to progress of the fire front, and y axis represents the
average fitness value obtained from 30 executions. Figure 4 depicts the distribution of the 30
executions obtained by each method in each prediction step, represented by boxplot charts. The
labels in the x axis indicate the corresponding method method (“EA” stands for ESSIM-EA,
“DE” stands for ESSIM-DE) and prediction step.

In experiment A (Fig. 3 (a)) it is possible to see that ESSIM-EA reaches average fitness
values near to 0.8 in all the steps. ESSIM-DE results are far from the results provided by ESSIM-
EA, specially from step 8. Analysing the boxplot graphs, it is possible to see that the 75% of the
fitness values obtained (1st, 2nd and 3rd quartile) are superior to 0.65 approximately. Also, it is
possible to observe that there may be significant differences between ESSIM-EA and ESSIM-DE
for the prediction steps 10, 12 and 14 (Fig. 4 (a)). In order to confirm such assumption, it was
necessary to carry out the non-parametric statistical test Wilcoxon rank sum test. The analysis
suggest that ESSIM-EA is the best method in this experiment, achieving better average fitness
values and low distribution of the obtained results.

Experiment B (Fig. 3 (b)) is a very interesting case for our analysis. It can be seen at
steps 6 and 8 that ESSIM-DE obtains the best fitness values. However, the quality obtained in
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Figure 3: Average fitness values for each method and time step. Experiments A-E.

the last two steps are below the averages ESSIM-EA. But even when ESSIM-DE obtains lower
quality of results for the last two steps, it is important to analyse the runtime performance of
the method in this experiment. Table 2 shows the average execution times for the experiments
using each method. It is possible to see that ESSIM-DE achieves a reduction in the execution
time compared with the other method. This is an example where we emphasize that low com-
putational cost methodologies may generate acceptable results, i.e., the fitness values obtained
with ESSIM-DE for the last two steps can be considered as acceptable results due to the gains
in execution time, achieving a short-term prediction. In addition, it is possible to see that
ESSIM-DE achieves a low distribution of the obtained fitness value (Fig. 4 (b)). The analysis
suggest that ESSIM-DE can be considered as the best method in this experiment.

In experiment C (Fig. 3 (c)) the analysis suggest that ESSIM-EA is the best method,
achieving average fitness values over 0.8 in all the prediction steps. ESSIM-DE reaches an
acceptable quality in step 6, but the results fall to values lower than 0.7 in the last two steps.

In experiment D (Fig. 3 (d)), the average fitness values achieved by ESSIM-EA and ESSIM-
DE are higher than 0.8 for the first two steps, but the fitness obtained with ESSIM-DE decreases
to lower values on step 8. It can be seen that the 75% of the results obtained by ESSIM-EA
are superior to 0.8 for the two first steps. This feature is further evidence to suggest that
ESSIM-EA is the best method in this experiment, achieving average fitness values over 0.75.

The last experiment is depicted in Fig. 3 (e). In this case, the simulation consists in
six prediction steps. It is possible to see that ESSIM-EA outperforms ESSIM-DE in all the
prediction steps. Although ESSIM-DE obtains less quality of results, it is possible to see that
there is a growing tendency, achieving good quality in the last step. Moreover, in this experiment
is important to remark that ESSIM-DE achieves an important reduction in the execution time,
of around 70% the time of ESSIM-EA.

Focusing on the results obtained by each method, it is possible to see that the prediction
quality varies from one step to another. It can be seen that the fitness value increases or
decreases depending on the step that is being analysed. The prediction of the fire line on a
certain time instant uses a pattern of the fire behaviour obtained in a calibration stage (CS)
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possible to observe that there may be significant differences between ESSIM-EA and ESSIM-DE
for the prediction steps 10, 12 and 14 (Fig. 4 (a)). In order to confirm such assumption, it was
necessary to carry out the non-parametric statistical test Wilcoxon rank sum test. The analysis
suggest that ESSIM-EA is the best method in this experiment, achieving better average fitness
values and low distribution of the obtained results.

Experiment B (Fig. 3 (b)) is a very interesting case for our analysis. It can be seen at
steps 6 and 8 that ESSIM-DE obtains the best fitness values. However, the quality obtained in
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Figure 3: Average fitness values for each method and time step. Experiments A-E.

the last two steps are below the averages ESSIM-EA. But even when ESSIM-DE obtains lower
quality of results for the last two steps, it is important to analyse the runtime performance of
the method in this experiment. Table 2 shows the average execution times for the experiments
using each method. It is possible to see that ESSIM-DE achieves a reduction in the execution
time compared with the other method. This is an example where we emphasize that low com-
putational cost methodologies may generate acceptable results, i.e., the fitness values obtained
with ESSIM-DE for the last two steps can be considered as acceptable results due to the gains
in execution time, achieving a short-term prediction. In addition, it is possible to see that
ESSIM-DE achieves a low distribution of the obtained fitness value (Fig. 4 (b)). The analysis
suggest that ESSIM-DE can be considered as the best method in this experiment.

In experiment C (Fig. 3 (c)) the analysis suggest that ESSIM-EA is the best method,
achieving average fitness values over 0.8 in all the prediction steps. ESSIM-DE reaches an
acceptable quality in step 6, but the results fall to values lower than 0.7 in the last two steps.

In experiment D (Fig. 3 (d)), the average fitness values achieved by ESSIM-EA and ESSIM-
DE are higher than 0.8 for the first two steps, but the fitness obtained with ESSIM-DE decreases
to lower values on step 8. It can be seen that the 75% of the results obtained by ESSIM-EA
are superior to 0.8 for the two first steps. This feature is further evidence to suggest that
ESSIM-EA is the best method in this experiment, achieving average fitness values over 0.75.

The last experiment is depicted in Fig. 3 (e). In this case, the simulation consists in
six prediction steps. It is possible to see that ESSIM-EA outperforms ESSIM-DE in all the
prediction steps. Although ESSIM-DE obtains less quality of results, it is possible to see that
there is a growing tendency, achieving good quality in the last step. Moreover, in this experiment
is important to remark that ESSIM-DE achieves an important reduction in the execution time,
of around 70% the time of ESSIM-EA.

Focusing on the results obtained by each method, it is possible to see that the prediction
quality varies from one step to another. It can be seen that the fitness value increases or
decreases depending on the step that is being analysed. The prediction of the fire line on a
certain time instant uses a pattern of the fire behaviour obtained in a calibration stage (CS)
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Figure 4: Distribution of the results for each method and time step. Experiments A-E.

Table 2: Average execution time for each experiment.
Experiment ESSIM-EA ESSIM-DE

A 00:57:20 00:37:48
B 01:01:15 00:49:05
C 00:50:10 00:27:49
D 01:18:08 00:43:42
E 02:11:38 00:41:20

of the previous time instant, with the underlying assumption of spacial and temporal locality
of the fire front. However, the environmental conditions could drastically vary over the time,
e.g. a noticeable change in the wind speed or direction may alter the form of the fire front. For
this reason, the predicted fire line of each simulation step must be analysed independently from
the predictions obtained in next time steps. Therefore, the uncertainty on the input parameter
values is reduced in an independent way each simulation step.

As mentioned above, Table 2 shows the average execution time of the 30 executions with
different seeds for the two methods. It is possible to see that ESSIM-DE obtains less execution
time than ESSIM-EA, achieving reduction from 10% to more than 70% approximately. This
reduction in the execution time is related to the characteristic of DE of obtaining earlier con-
vergence of the threshold fitness value. Although, ESSIM-DE does not achieve a better quality
of prediction considering the whole population (with some exceptions), in all the steps.

5 Conclusions

This paper presents two methods for the uncertainty reduction in the input parameter values
applied to wildland fire prediction. The methods use statistical analysis to determine the trend
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of the fireline at each simulation step and to calibrate the results. They also use evolution-
ary algorithms to optimize the parameters search that feed the model, and high performance
computing tools to improve the wildfire prediction quality and the response time, obtaining
short-term solutions. The analysis of results suggest that ESSIM-EA find better results com-
pared against ESSIM-DE in terms of quality of prediction, but ESSIM-DE achieves a significant
reduction in the execution time. As future work, we plan to develop a method combining the
benefits provided by the methods compared in this work.
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Table 2: Average execution time for each experiment.
Experiment ESSIM-EA ESSIM-DE

A 00:57:20 00:37:48
B 01:01:15 00:49:05
C 00:50:10 00:27:49
D 01:18:08 00:43:42
E 02:11:38 00:41:20

of the previous time instant, with the underlying assumption of spacial and temporal locality
of the fire front. However, the environmental conditions could drastically vary over the time,
e.g. a noticeable change in the wind speed or direction may alter the form of the fire front. For
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applied to wildland fire prediction. The methods use statistical analysis to determine the trend
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of the fireline at each simulation step and to calibrate the results. They also use evolution-
ary algorithms to optimize the parameters search that feed the model, and high performance
computing tools to improve the wildfire prediction quality and the response time, obtaining
short-term solutions. The analysis of results suggest that ESSIM-EA find better results com-
pared against ESSIM-DE in terms of quality of prediction, but ESSIM-DE achieves a significant
reduction in the execution time. As future work, we plan to develop a method combining the
benefits provided by the methods compared in this work.
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