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ABSTRACT

Food quality is a paramount feature in agriculture technology, analyzing and classifying properly grains
requires specialized work (Gomes and Leta, 2012). Nowadays, advanced computer vision
technologies are available in vast life environments, however they require a software intensive
approach to acquire and process a large amount of data at an acceptable level. In parallel,
cloud-based services became full featured and highly available through different types of data
networks. These advances together empower the Industry 4.0 solutions to accomplish flexible needs
in modern factories. In this work we present an extensible architecture that allows decentralization of
the digital image processing suitable in food quality context. We integrate modern computer
technologies to decrease the latency between the Edge of image acquisition and Data Centers,
leveraging lloT technologies into the food quality control systems. This approach lets the end user
capture images using low or high technology cameras and process them using cloud based
technologies. The proposed approach, also, describes architectural components that allow an easy
way of adding and combining new components for automatic image processing.
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1. INTRODUCTION

Food quality is a paramount feature in agriculture technology. Not only detecting corps quality,
anomalies and classifying is critical and tedious work (Gomes and Leta, 2012), it often requires
specialized skills and trained personnel (Gémez-Rios et al., 2019). Recent advances in computer
vision have made technology ubiquitous to processing vast amounts of data in cloud environments
(Van der Merwe et al., 2010). We the advent of Industrial Internet of Things (lloT) or Industry 4.0
(Salman et al., 2018), decentralization of pre-processing and centralization of processing architectures
are starting to give birth of a whole new kind of applications that will allow to process big amounts for
data, using specialized and not specialized hardware, until latency between the Edge and the
Datacentre drops to acceptable processing levels. In this work we present an extensible
image-processing architecture that addresses the above issues. This architecture was developed in
the context of PAUTIRE0007650TC" project which will require a software intensive architecture for
image detection and classification.

2. RELATED WORK

(Jacobsen and Oftt, 2017) describes a medium size data streaming architecture suitable to cloud
environments for image processing. Their approach to image processing in the cloud is similar to
proposed work in the aspect that no hardware change is required and that network use optimization is
paramount. On the other hand, our approach compromises processing at the Edge in order to gain
flexibility and processing in the cloud. Another cloud base image processing architecture is (Wang et
al.,2013), which provides a large-scale real-time monitoring for meteorological monitoring and natural
disaster warning and uses maximum likelihood classification (MLC). Although their approach uses a
similar queue-based MapReduce approach, ours focus on flexibility providing an extensible
pipe-and-filter architecture.

' PAUTIRE0007650TC: Sistema experto de vision para la clasificacion automatica de frutos/semillas
de plantas oleaginosas.



2.1 Image Processing Techniques

Regarding the image processing techniques, most of the related works have been using Atrtificial
Neural Network (ANN) of some sort. This is to expect, due to the powerful capacity and remarkable
precision that this technique has demonstrated during the past years (Chauhan et al., 2018). Because
of this nearly ubiquitous property of image detection and classification tools, we have decided to
separate the related image processing work into those that use ANN, and those that use some other
technique.

Seed Use Image Processing Technique Reference

Soy ANN The back-propagation type of Artificial Neural (Kezhu et al., 2014)
Networks (ANN) of the Multi-Layer Perceptron
(MLP) type in conjunction with Principal Component
Analysis to reduce the dimensionality of sample
features, and then be able to predict diseased
samples of soybeans.

Multispectral images and Convolutional Neural (Zhu et al., 2019)
Networks to soybean classification.

Some Regression algorithms of Partial Least Square type (Wang et al., 2004)
other and Artificial Neural Network to detect fungi in
technique soybeans using Near Infrared Spectroscopy (NIR).

Sunflowers Multispectral images. They use Convolutional (Bantan et al.,2020)
Neural Networks, Support Vector Machines (SVM)
and Bayesian Networks.

Table 1. Image Processing Related Work

3. PROPOSED ARCHITECTURE

3.1 Non-functional requirements

Non-functional requirements (NFRs) are the constraints imposed on a system that define its quality
attributes (Glinz, 2007) (Chung, 2012). These quality attributes impose constraints over the different
components of the system and help assure that it meets the users requirements. The image
processing system required by project PAUTIREO007650TC required flexibility for adding and
removing image processing components, the of open standards to ensure interoperability and
scalability to support large amounts of data processing, if needed.

3.2 Components
In order to achieve the non-functional requirements needed to process the amount of images without
having to incorporate special and expensive hardware, we have proposed and implemented the image
processing architecture that is shown in Figure 1. In this section we will explain each of the building
blocks, and how its interconnections and compromises aim at achieving the requirements.
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Figure 1. Proposed Architecture



3.3 Image Inbound Processing

The first part is the Image Inbound Processing, which has the responsibility of ingesting images into
the system. This building block exposes two MQTT Queues for clients with very different needs to
connect to the system. For readable or browser clients, the queue cinaptic/json/input ingest input
messages encoded in JSON, while for more performant client and lloT devices cinaptic/proto/input
queue accept Protocol Buffer (Protobuf) encoded message. Using protocol buffer as encoding
mechanism bring performance improvement as well as extensibility to the processing pipeline (Maeda,
2012). Also, an additional benefit of using Protobuf is the support in different programming languages
to automatically generate compliant code.

{

"created at": "2022-10-01T13:49:51.141Z",
"source ": "M
"devece id": "451ccded—d143-4b48 -95ad-9e7T78edb2e08 ",
"location": {
"latitude ": 27.451159,
"longitude ": 58.979154
b,
"metadata":
"lote": "1"
},
"image": {
"name": "IMG 20210915 172252924 .jpg",
"mime type": "image/jpeg"
"data": "/9]/4AAQSKZJRgABA .. "

Listing 1.1. JSON Encoded Inbound Processing Message for a image

Listing 1.1 shows an example of part of a JSSON encoded message sent to the Image Inbound
Processing sub-system. In this message we can see some of the fields that the system will use to
route and process the image embodied in it. Also, metadata and localization data can be sent as part
of the message for aggregation and geo-processing.

3.4 Image Storing and Processing

Image storing and processing services make use of a data storage service, such as relational
database, and a message broker service. The first processing step is reading from the inbound queue
and decoding from text and binary formats. Afterwards, event messages are persisted in a
PostgreSQL RDBMS. The next processing step is to route these messages to the message broker for
further processing at the downstream layers.

3.5 Visualization Ul

This architecture incorporates a HTMLS5 client application that enables users to capture images from
any camera available on the device where the browser runs. Additionally, users can also choose from
existing image files. Once an image is captured or selected, it can be uploaded to the processing
system via the MQTT channel. To provide real-time feedback on uploaded images and their
processing status, the system retrieves data from the database using the gRPC API. This feedback is
displayed on the same web interface, allowing the stakeholders to promptly assess the results of the
analysis conducted by the other modules of the architecture. Figure 2 shows a snapshot of the current
Web Application Interface used to display the information gathered by the system.
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Figure 2. Web Application Interface

4. CONCLUSIONS AND FUTURE WORK

We have designed and implemented a software architecture for image processing that is both flexible
and scalable. This architecture incorporates open-standard components that allows the user to run it
at scale, having it deployed on a cloud-based platform or at the Edge. The distribution of components
has a good fit for Industrial Internet of Things (lloT), allows some of the processing to happend at the
Edge, whereas the most CPU or GPU intensive can be leveraged to the cloud. Our next steps would
require to extend the different components of the system to support new types of persistence and
processing techniques, allowing a wider range of configuration and settings possible.
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